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Abstract

Visual persuasion, which uses visual elements
to influence cognition and behaviors, is cru-
cial in fields such as advertising and political
communication. With recent advancements in
artificial intelligence, there is growing poten-
tial to develop persuasive systems that auto-
matically generate persuasive images tailored
to individuals. However, a significant bottle-
neck in this area is the lack of comprehensive
datasets that connect the persuasiveness of im-
ages with the personal information about those
who evaluated the images. To address this gap
and facilitate technological advancements in
personalized visual persuasion, we release the
Personalized Visual Persuasion (PVP) dataset,
comprising 28,454 persuasive images across
596 messages and 9 persuasion strategies. Im-
portantly, the PVP dataset provides persuasive-
ness scores of images evaluated by 2,521 hu-
man annotators, along with their demographic
and psychological characteristics (personality
traits and values). We demonstrate the utility of
our dataset by developing a persuasive image
generator and an automated evaluator, and es-
tablish benchmark baselines. Our experiments
reveal that incorporating psychological charac-
teristics enhances the generation and evalua-
tion of persuasive images, providing valuable
insights for personalized visual persuasion.1

1 Introduction

Visual persuasion refers to using visual elements
to influence cognition, emotions, and behaviors,
and it plays a crucial role in fields such as advertis-
ing, memes, propaganda, and political communi-
cation (Chandler and Munday, 2011). Visual per-
suasion has been an integral part of human history,
communicating power and moral values through
political and religious art. Consequently, various

1This paper is under review. Our dataset and source code
will be released under the MIT license upon the publication
of the paper.

research communities, including communication
studies and social psychology, have extensively
studied visual persuasion (Messaris, 1996; Garber
and Hyatt, 2003; Seo, 2020; Miller, 1998). And
more recently, efforts have been made to use gener-
ative models for visual persuasion (Ruiz-Arellano
et al., 2022; Kumar et al., 2023).

In these studies, datasets are vital for analyz-
ing the impact and effectiveness of visual elements
in communication and for training and evaluating
machine learning models for persuasive systems.
However, a key challenge in persuasion is that there
is no “one-size-fits-all” approach. Despite the sig-
nificant role played by the persuadee’s psychologi-
cal characteristics, such as personality and values,
existing datasets do not provide sufficient informa-
tion about such characteristics associated with the
persuasion effectiveness of a given image.

To address this gap, we construct and release the
Personalized Visual Persuasion (PVP) dataset.
This large-scale dataset contains 28,454 images re-
lated to 596 messages designed to influence viewer
behaviors (e.g., “Do not smoke”), across a broad
range of 20 topics based on U.S. government de-
partments and agencies. Figure 1 shows two ex-
amples in the dataset. A distinctive feature of our
dataset is the use of nine persuasion strategies
based on theoretical frameworks (e.g., gain frame:
depicting a positive consequence of the target be-
havior). To enable images to reflect these strategies,
we employed a novel method of generating images
using DALLE and also sourced images through
Google Image Search. Furthermore, recognizing
that viewers’ characteristics are crucial for per-
suasion effectiveness, we collected persuasiveness
scores for the images along with the annotators’
demographics, habits, Big 5 personality traits
(Goldberg, 2013), and values (Schwartz, 2012; Gra-
ham et al., 2013). This allows us to analyze the
effectiveness of various persuasion strategies em-
bedded in images, especially contextualized in the
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Topic:�Education
Message:�Do�not�study�all�night�
Premise:�Negative�effect:�Impaired�memory�retention

Method:�Dalle
Strategy/Pos_Neg*:�Consequence/neg

Persuasiveness�Score*:�10
Personal�Information:

• Annotator�Id/Habit*:�317/Yes
• Age/Gender:�27/Female�(2)
Psychological�Characteristics*:
• Big5:�{'Extraversion':�2,�…�,�'Openness':�2}�
• PVQ21:�{'Conformity’:�2.0,�…�,�'Security’:�3.0}�
• MFQ30:�{'Harm/Care':�15,�…�,�'Purity/Sanctity':�10}

Topic:�Exercise
Message:�Do�yoga�every�morning
Premise:�Positive�effect:�You�can�be�seen�as�calm

Method:�Google
Strategy/Pos_Neg*:�Perceived�Persona/pos

Persuasiveness�Score*: 4
Personal�Information:

• Annotator�Id/Habit*:�172/No
• Age/�Gender:�40/Male�(1)
Psychological�Characteristics*:
• Big5:�{'Extraversion’:�5,�…�,�'Openness’:�7}
• PVQ21:�{'Conformity’:�4.5,�…�,'Security’:�4.5}
• MFQ30:�{'Harm/Care’:�16,�…�,�'Purity/Sanctity’:�17}

Figure 1: Examples in the PVP dataset. Asterisks (*) indicate important elements.

viewer’s psychological characteristics, and to in-
tegrate this information into the development of
persuasive systems.

Empowered by the PVP dataset, we propose two
tasks: (1) developing a generative model for cre-
ating personalized persuasive images, and (2) de-
veloping an automated evaluator for assessing
the persuasiveness of an image tailored to the tar-
get viewer. Due to the importance of a consis-
tent automated metric in developing a generator,
our first experiment involved building an evaluator
that predicts a given image’s persuasiveness score
based on a message promoting a certain behavior
and the target viewer’s psychological characteris-
tics. We compared various base models and forms
of input images (image itself vs. its description).
We found that the psychological characteristics of
target viewers are informative in this task. Addi-
tionally, the effectiveness of using images as input
(multimodal) versus image descriptions (text only)
depends on the model; GPT-4o excelled with the
former, whereas GPT-4o-mini with the latter. How-
ever, a small model fine-tuned on our PVP dataset
outperformed the GPT models overall.

Our second experiment involved developing a
persuasive image generator based on a message
and the target viewer’s psychological character-
istics. We evaluated various models using our
evaluator and established baseline performances
as references for future work. Overall, our experi-
ments revealed significant room for improvement

in personalized visual persuasion, and we expect
our PVP dataset to serve as a valuable resource.
Furthermore, the dataset provides opportunities to
explore the integration of textual and visual modal-
ities, enabling future research to further enhance
the effectiveness of persuasive communication.

Our contributions are summarized as follows:
• We release the first large-scale dataset, PVP, for

personalized visual persuasion, containing per-
suasiveness scores of images with the annotators’
psychological characteristics.

• We introduce two novel tasks: generating per-
sonalized persuasive images and evaluating the
persuasiveness of generated images tailored to
target viewers.

• We explore various models for these tasks, estab-
lish baseline performances, and detail our find-
ings and suggestions for future research.

2 Related Work

In this section, we survey existing research and
datasets on visual persuasion, highlighting key lim-
itations that our study aims to overcome and the
theoretical frameworks underpinning our dataset.
Due to space constraints, an extended version is
provided in Appendix A.

2.1 Datasets for Visual Persuasion
Datasets play a key role in studies of visual persua-
sion. Table 5 summarizes representative datasets,
along with the image types, topics, persuasion
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strategies, and accompanying information (Dim-
itrov et al., 2021; Liu et al., 2022; Hussain et al.,
2017; Park et al., 2014; Joo et al., 2014). We identi-
fied the following limitations. First, many datasets
lack persuasiveness scores for images. Even when
those scores are provided, the psychological char-
acteristics of the viewers who rated the images
are missing, rendering these datasets insufficient
for personalized visual persuasion. Further, most
datasets focus on a narrow range of specific topics.
Last but not least, many datasets handle memes and
symbolism, which demand a deep level of interpre-
tation, cultural knowledge, and accompanying text
to understand the intents of the images. These im-
ages are not ideal for everyday applications that
require immediate visual impact on viewers (e.g.,
advertisements). To address these limitations, our
PVP dataset covers 596 messages and intuitive im-
ages with easily understood meanings. Moreover,
our dataset provides rich meta-information, such
as the persuasiveness scores of images and the psy-
chological characteristics of annotators.

2.2 Psychological Characteristics for
Persuasion

As personalized persuasion is more effective in
inducing desired behavior changes than are non-
personalized approaches (Orji et al., 2016), collect-
ing annotators’ psychological characteristics that
might affect perceived persuasiveness is useful for
developing persuasive systems. Specifically, we
focus on the Big Five personality traits, values, and
moral foundations.

Big 5 evaluates an individual’s personality across
five major dimensions: openness, conscientious-
ness, extraversion, agreeableness, and neuroticism
(Goldberg, 2013). These traits have been found to
influence how susceptible individuals are to per-
suasive messages (Oyibo et al., 2017). We use a
10-item version of the Big Five Inventory (BFI-10)
(Rammstedt and John, 2007).

Schwartz’s theory of basic values identifies ten
universal values: power, achievement, hedonism,
stimulation, self-direction, universalism, benevo-
lence, tradition, conformity, and security (Schwartz,
2006). This value system has been shown to influ-
ence how individuals respond to persuasive mes-
sages with different persuasion strategies (Wang
et al., 2019). We use the official questionnaire with
21 items (PVQ-21) (Schwartz et al., 2012).

Moral foundations theory categorizes human
values into five fundamental principles that influ-

ence decision-making: care, fairness, loyalty, au-
thority, and sanctity (Feinberg and Willer, 2019;
Voelkel and Feinberg, 2018). We use a 30-item
questionnaire (MFQ-30) (Graham et al., 2011).

2.3 Persuasion Strategies

In visual persuasion, images appeal to various cog-
nitive and emotional aspects, employing different
strategies to influence viewers. Studies in psychol-
ogy and communication have extensively examined
the effectiveness of various strategies in shaping the
audience’s opinions and behaviors. For instance,
according to the theory of planned behavior, per-
suasion effectiveness depends on factors such as
self-efficacy for performing the behavior, whether
the target behavior is perceived as beneficial or
harmful, and how it is viewed by important people
in one’s life (Ajzen, 1985, 1987). Modern argu-
mentation theory has identified common argumen-
tation schemes used in everyday arguments, such
as argumentation from consequences or popular
opinion (Walton et al., 2008). Positive and nega-
tive framing emphasize the benefits of an action or
the drawbacks of inaction (Tversky and Kahneman,
1981). To that end, we carefully curate images in
our dataset to represent various persuasion strate-
gies drawing upon these theoretical frameworks.

3 Personalized Visual Persuasion (PVP)
Dataset

Our PVP dataset consists of six primary elements:
messages, persuasion strategies, premises, images,
persuasiveness scores, and psychological charac-
teristics of annotators. This section outlines the
dataset’s key components and the construction pro-
cess, as illustrated in Figure 2.

3.1 Messages

A message is a target behavior we want the viewer
to adopt (e.g., “Do not smoke”). To gather a diverse
set of messages widely relevant to the general pub-
lic, we began by identifying 15 topics based on the
15 executive departments of the United States, as
these departments formulate policies across essen-
tial areas of our everyday living. Additionally, we
identified and included 5 underrepresented topics
based on U.S. government agencies. For each of
the 20 topics, we compiled 28–30 concrete and
actionable target behaviors (i.e., messages) using
GPT-4o (Appendix B.1). Table 6 provides their
descriptions and example messages.
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GPT-4o
DALLE

Google Image Search

Query:

The image depicts a bright and 

cheerful scene inside a grocery store...

Query:

trustworthy, reading, food labels, ingredients

Google Image Search

GPT-4o

Message:
Read food labels and check ingredients

Topic:
Health and Human Services

Internal Emotion

(Pos/Neg)

Consequence

(Pos/Neg)

Bandwagon

Perceived Persona

(Pos/Neg)

Annotating

Persuasiveness Score: 9

Personal Information:

Annotator ID, Age, Gender, Habit, 

Psychological Characteristics (Big5, PVQ21, MFQ30)

GPT-4o Premise2

Premise3

Premise1:

Positive effect: Others can trust your choices.

Pos/Neg

Persuasion Strategy

External Emotion

(Pos/Neg)

Pos/Neg

Figure 2: Data construction process. See the main text for details.

3.2 Persuasion Strategies

Incorporating diverse and effective persuasion
strategies into images is crucial for the utility of
our dataset. Based on the theoretical frameworks
outlined earlier, we have adopted the following
strategies, each emphasizing a different aspect of
viewer engagement with the target behavior:
• Perceived Persona: How the viewer’s persona

or attributes would be perceived by others.

• Internal Emotion: Emotional reactions the
viewer may personally experience.

• External Emotion: Emotional responses that
other people may experience.

• Consequence: Consequences other than per-
ceived persona and emotional responses (e.g.,
harms, wealth).

• Bandwagon: How popular the target behavior is
among other people.
In addition, positive and negative framing are

key factors in the effectiveness of persuasion
(Nordmo and Selart, 2015). Therefore, we have
further broken down the first four strategies into
positive and negative frames. The positive version
(i.e., gain frame) emphasizes the beneficial out-
comes of engaging in the target behavior, while
the negative version (i.e., loss frame) highlights the
adverse outcomes of avoiding the target behavior.
This approach results in a total of nine strategies.

3.3 Premises

A premise provides a specific reason or evidence re-
flecting a persuasion strategy. For instance, for the
message “Do not smoke” and the strategy of posi-
tive external emotion, a potential premise could be
“others will appreciate a smoke-free environment”.
We generated three premises for each persuasion

strategy using GPT-4o, resulting in a total of 27
premises per message (Appendix B.2).

3.4 Queries

To obtain images that convey specific premises
using DALLE and Google, we converted each
premise into a suitable prompt for DALLE and
a search query for Google using GPT-4o (Ap-
pendix B.3). Figure 2 illustrates example queries.

3.5 Images

Using the queries above, we collected one image
from DALLE and one from Google Image Search
for each premise, resulting in 54 images for each
message (9 strategies × 3 premises × 2 sources).
Ensuring that each image clearly communicates the
intended premise is essential for post-hoc analysis
of the associations between persuasion strategies
and persuasiveness scores, as well as for develop-
ing persuasive systems. To achieve this, we im-
plemented a thorough filtering process involving
both human and GPT evaluations. Additionally, we
filtered out text-heavy images from Google, as they
rely more on verbal content than visual elements
and may not be useful for people who speak differ-
ent languages. The validation process is detailed in
Appendix B.4. On average, 6 images per message
were discarded, resulting in 28,454 images in the
dataset.2

3.6 Persuasiveness Scores

Annotators were assigned a message and instructed
to rate each image on a scale from 0 to 10 based on
how strongly the image motivated them to adopt

2For Google images, we will release only their URLs to
avoid licensing issues.
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the behavior3. We implemented a rigorous mech-
anism to detect and filter out invalid annotations
(Appendix B.5).

To minimize sampling bias and avoid the dis-
proportionate influence of certain annotators, we
partnered with a Korean survey company to recruit
annotators evenly across genders and age groups
(20s, 30s, 40s, and 50s). Each annotator partici-
pated in only one message (i.e., 54 images max-
imum). Since one of our main objectives is to
address the subjectivity in assessing the persua-
siveness of images, each image was rated by four
different annotators.4

3.7 Psychological Characteristics

After rating persuasiveness, annotators completed
three questionnaires to profile their personalities
and values: the Big Five Inventory (BFI-10), the
Portrait Values Questionnaire (PVQ-21), and the
Moral Foundations Questionnaire (MFQ-30). In
addition, since the perceived persuasiveness of an
image is likely to vary depending on whether the
viewer is already engaging in the behavior, annota-
tors were asked if they were practicing the behavior
on a daily basis (Habit).5

Consequently, our dataset includes annotations
from a total of 2,521 annotators, ensuring high
diversity. Each annotator was paid $2.90, which
aligns with the minimum wage rate ($6.87) and
the task completion time (24 min). Refer to Ap-
pendix B.5 for the validity of the annotations.

4 Dataset Analysis

This section describes the results of the analysis
of the PVP dataset, emphasizing key observations
regarding image persuasiveness and the influence
of topics and psychological characteristics.

3Rating perceived persuasiveness, rather than tracking
actual behavior change, has been widely adopted in visual
persuasion datasets (Liu et al., 2022; Park et al., 2014; Joo
et al., 2014), and aligns with established literature that uses
self-reported ratings as reliable proxies for persuasive impact
(Ajzen, 1991; Webb and Sheeran, 2006). For our dataset,
measuring behavior change across 596 messages also poses
logistical and ethical barriers. We believe our rating method is
effective in identifying persuasive image features and facilitat-
ing their integration into AI development.

4Our annotators are Korean, which we believe contributes
to greater cultural diversity in our research field, where many
public datasets predominantly reflect U.S. or English-speaking
cultural contexts. Our data collection protocol is not con-
strained to a specific culture, however, incorporating univer-
sally established psychological traits. We leave data collection
from additional cultures to future work.

5This study was approved by our institution’s IRB.

Figure 3: Persuasiveness scores by persuasion strategy.

4.1 Basic Statistics

The distribution of persuasiveness scores within
the dataset forms a bell curve centered around a
mean of 4.65, with noticeable peaks at the extremes
(0 and 10). Different age groups showed slightly
different modes with older groups tending to assign
higher persuasiveness scores (Figure 10). Gender
differences were subtle, although male annotators
tended to award slightly higher scores (Figure 11).
The average scores across topics are presented in
Table 8 and discussed in Appendix C.1.

4.2 Persuasion Strategies

Our analysis of persuasion strategies provides more
nuanced insights beyond mere topical influences.
Figure 3 displays the distribution of persuasive-
ness scores for different persuasive strategies. The
strategy of negative internal emotion yielded the
highest average score (5.83), while the strategy of
negative perceived persona garnered the lowest av-
erage score (3.73). These results suggest that direct
appeals to viewers’ emotions are generally more
effective than those involving potential threats to
public images. Interestingly, positive persuasion
strategies tended to achieve higher persuasiveness
scores than negative strategies overall (Figure 8).
This may be attributed to the tendency of positive
frames to inspire and uplift the viewer, more likely
to engage and motivate them effectively.

4.3 Personality and Values

Incorporating viewers’ psychological characteris-
tics, such as personality traits and values, into per-
suasion strategies enhances our understanding of
the dynamics in visual persuasion. To examine how
various persuasion strategies interact with different
personality traits and values, for each strategy, we
calculated the correlation between personality or
value scores and the persuasiveness scores of im-
ages associated with that strategy (Appendix C.2).
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The strategy of negative consequence shows a
strong correlation (0.95) with both agreeableness
and neuroticism. This suggests that individuals
who value social harmony and those who expe-
rience emotional instability are particularly per-
suaded by images that highlight negative outcomes
of avoiding the target behavior. Conversely, the
strategy of negative internal emotion correlates
strongly (0.76) with extraversion, implying that ex-
troverts are especially responsive to negative emo-
tions they experience. The strategy of negative ex-
ternal emotion shows a moderate correlation (0.48)
with both neuroticism and universalism, highlight-
ing that those prone to depression and those who
prioritize the welfare of all are sensitive to negative
emotions experienced by other people and are mo-
tivated to avoid such situations. More results are
presented in Figure 5. Some notable correlations
between psychological characteristics and certain
topics are described in Appendix C.3.

4.4 DALLE vs. Google Image Search

Deciding whether to generate persuasive images
with an AI model or retrieve them from the web
is a significant consideration. Our analysis reveals
that, compared to Google images, DALLE images
align better with intended premises and received
slightly higher persuasiveness scores (Figure 13).
This highlights the promise of image generation
models as valuable tools for crafting personalized
visual persuasion strategies. Further discussion is
provided in Appendix C.5.

5 Experiments

Our goal is to build a persuasive system that
produces persuasive images tailored to the tar-
get viewer. To that end, we introduce two novel
tasks and establish baselines leveraging our PVP
dataset. First, considering that an automated met-
ric would facilitate the development of an image
generation system and provide consistent measure-
ments across experiments, the first proposed task is
to build an evaluator model that assesses a given
image’s persuasiveness score. The second task is
to build a generator model that generates a per-
sonalized persuasive image.

For the development of both the evaluator and
generator models, we randomly selected one anno-
tation per image for validation, one for testing, and
allocated the remaining annotations to the train-
ing set. Consequently, our training set includes

Spearman↑ Pearson↑ NDCG↑ RMSE↓

PVQ-21 0.25 0.25 0.42 3.40
Big5 0.23 0.24 0.43 3.66
MFQ-30 0.25 0.24 0.42 3.48
None 0.23 0.23 0.43 3.78

Table 1: Evaluator performance across different input
psychological characteristics.

63,423 annotations, while the validation and test
sets contain 28,454 annotations each.

5.1 Evaluator

Our evaluator model takes as input a message, an
image, and the target viewer’s psychological char-
acteristics in textual format (e.g., “Benevolence:
6.0, Conformity: 3.5, ...”). It outputs a persuasive-
ness score for the image, ranging from 0 to 10.
Details are provided in Appendix D.

5.1.1 Models
We experimented with three representative com-
mercial and open-source models: GPT-4o, GPT-
4o-mini, and LLaMA3-8B-Instruct. To analyze
an effective format of input images, we compared
the use of direct images (multimodal) vs. their de-
scriptions (text-only). Additionally, we explored
zero-shot prompting and fine-tuning.

5.1.2 Evaluation Metrics
To evaluate the evaluators, we use metrics such as
Spearman correlation, Pearson correlation, NDCG,
and RMSE. They measure how closely the evalu-
ator’s predicted persuasiveness scores align with
human-annotated scores in the test set.

5.1.3 Results
Psychological Characteristics We first exam-
ined the impact of each psychological trait group
on the accuracy of predicting persuasiveness scores.
For this experiment, we fine-tuned four evalua-
tors, each incorporating: (1) values (PVQ-21),
(2) personality traits (Big5), (3) moral founda-
tions (MFQ-30), and (4) None (the evaluator is
trained without psychological characteristics). The
prompts used for fine-tuning each model are pro-
vided in Appendix D.1, and further implementation
details for the fine-tuning process are detailed in
Appendix D.2.

Table 1 presents the results. Incorporating psy-
chological characteristics (rows 1–3) enhances pre-
diction accuracy compared to excluding this infor-
mation (row 4), with PVQ being most effective.

6



Model Spearman↑Pearson↑ NDCG↑ RMSE↓

Images as input
GPT-4o 0.19 0.19 0.39 3.90
GPT-4o-mini 0.13 0.11 0.35 4.01

Image descriptions as input
GPT-4o 0.16 0.17 0.37 3.81
GPT-4o-mini 0.15 0.13 0.36 3.84
LLaMA3-8B-Z 0.07 0.06 0.34 3.71
LLaMA3-8B-F 0.25 0.25 0.42 3.40

Table 2: Evaluator performance across different input
image formats and base models. For LLaMA3-8B-
Instruct, Z and F refer to zero-shot and fine-tuning.

It is natural to think that the influence of psy-
chological characteristics on persuasiveness varies
across topics. To examine this relationship, we
analyzed the Spearman correlation of the four mod-
els by topic. A key finding is that incorporating
psychological characteristics improves the model’s
alignment with human scores for topics that are
highly relevant to those characteristics (Figures 4
and 14). For example, the treasury topic includes
messages related to financial management, which
is heavily influenced by an individual’s values and
personality. As a result, incorporating psycholog-
ical characteristics substantially enhances predic-
tion accuracy. In contrast, the safety topic features
messages universally recognized as important, mak-
ing prediction accuracy less sensitive to input psy-
chological characteristics. A more detailed analysis
is provided in Appendix D.3.

Since the PVQ-21 model demonstrated the best
overall performance among the four models, we
set PVQ-21 as the default setting for psychological
characteristics in the subsequent experiments.

Input Image Formats Table 2 compares predic-
tion accuracy by input image formats (direct im-
ages vs. image descriptions). For the GPT models
(rows 1–4), GPT-4o excelled with direct images
(row 1), whereas GPT-4o-mini performed best with
image descriptions (row 4), likely reflecting differ-
ences in their multimodal capabilities to interpret
and reason over images.

The small open-source model LLaMA3-8B-
Instruct struggled with zero-shot prompting (row
5). This model failed to understand the task and
tended to predict random numbers. However, fine-
tuning LLaMA3 with our PVP dataset substantially
improved its accuracy (row 6), outperforming all
other models. Given that this improvement was
achieved using a simple fine-tuning method with-

Spearman↑ Pearson↑ NDCG↑ RMSE↓

Full 0.32 0.31 0.66 4.05
Filtered 0.27 0.29 0.63 4.70

Table 3: Evaluator performance on the filtered test set.
Full: LLaMA3-8B-F in Table 2, Filtered: LLaMA3-
8B-Instruct trained on extreme images.

Figure 4: Spearman correlations between evaluator
scores and human judgments across topics.

out extensive prompt engineering, we anticipate
further performance gains through more sophis-
ticated training techniques and utilization of our
dataset. We leave this exploration to future work.

Focus on Good and Bad Images It is challeng-
ing to differentiate the persuasiveness of images
with scores near the center of the score distribution.
Further, in practice, it is likely more important to
distinguish between good and bad images. To that
end, we tested the performance of evaluators on a
filtered test set that retains only images with scores
of 0–2 and 8–10. For comparison, we evaluated
the original LLaMA3-8B-F (fine-tuned on the en-
tire training set) and a variant fine-tuned only on a
subset of the training data filtered in the same way.

As shown in Table 3, LLaMA3-8B-F achieved
significantly higher correlations on this filtered test
set (row 1) compared to the entire test set (Table 2
row 6). On the other hand, fine-tuning a model
exclusively on filtered data (row 2) resulted in de-
graded performance. We speculate that training a
model on a larger number of images and a broader
score distribution is important, likely enhancing
the model’s ability to understand the relative per-
suasiveness of images. Beyond this finding, this
experiment also showcases the versatility of our
dataset for conducting various analyses tailored to
different objectives.

Between DALLE images and Google images,
LLaMA3-8B-F showed little to no difference in
performance (Appendix D.5).
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Model Average ↑ Standard deviation

GPT-4o 4.45 2.41
GPT-4o-mini 4.59 2.30
LLaMA3-8B-Instruct-Finetune 4.77 2.37

Table 4: Generator performance.

5.2 Generator

The goal of the generator is to create a personal-
ized persuasive image given a message and the
target viewer’s psychological characteristics. We
employed our evaluator to produce an automated
metric. Though its correlation with human judg-
ments from our dataset is moderate (0.32 for im-
ages with low/high scores), it provides a consistent
and deterministic measurement across experiments.
This consistency is particularly crucial, as we aim
to set benchmark performances for existing models
as references for future research.

We designed our generator to generate image
descriptions (not images directly) that can subse-
quently be used as prompts for separate image gen-
eration models. This approach allows us to isolate
the image generation quality of different models
from their inherent ability to capture the desired
properties of persuasive images. Additionally, the
most effective configuration of our evaluator (ex-
plored in the previous section) uses image descrip-
tions as input. To that end, our generator takes a
message and psychological characteristics in tex-
tual format (e.g., “Benevolence: 4.0, Conformity:
4.5, ...”), and generates an image description (e.g.,
“The film director appears to ...”).

5.2.1 Models
We experimented with GPT-4o, GPT-4o-mini, and
LLaMA3-8B-Instruct, comparing the effectiveness
of zero-shot prompting against fine-tuning. We
fine-tuned the LLaMA3 model on highly persua-
sive images in the training set with a persuasiveness
score of over 8, because fine-tuning on low-quality
images can rather degrade the generator’s perfor-
mance. The implementation details and prompts
are detailed in Appendices E.1 and E.2.

5.2.2 Evaluation
For evaluation, generators first generate image de-
scriptions based on the messages and psychologi-
cal characteristics of the annotators in the test set.
Next, we use the best evaluator, LLaMA3-8B-F,
to compute their persuasiveness scores. For each
model, the average score and standard deviation are

reported. Note that this evaluation procedure does
not directly use the images or the persuasiveness
scores annotated in the test set.

5.2.3 Results
Image Generation As shown in Table 4, the fine-
tuned LLaMA3 performed best, followed by GPT-
4o-mini and the GPT-4o, highlighting the potential
utility of our dataset for developing personalized
persuasive image generation systems. A compar-
ison of image descriptions generated by the three
models is provided in Appendix E.3

Error Analysis We reviewed 116 image descrip-
tions generated by the LLaMA3 model that re-
ceived scores of 0, 1, or 2. Two major error types
were identified. The primary error was a misalign-
ment between the image description and the mes-
sage, where the image failed to effectively convey
the intended message. The second most frequent er-
ror was a misunderstanding of psychological char-
acteristics, where the generator struggled to ade-
quately capture key aspects of the target psycho-
logical characteristics, particularly values. Further
details are provided in Appendix E.4.

Implications Evidently, there is significant room
for improvement for fine-tuning generator models.
It is beyond the scope of this paper to thoroughly
examine advanced fine-tuning methods. However,
we hope that the baselines we have established as
well as our dataset will serve as a valuable resource
for developing advanced generator models that can
effectively incorporate psychological characteris-
tics for personalized visual persuasion.

6 Conclusion

We release the Personalized Visual Persuasion
(PVP) dataset designed to advance personalized
approaches to visual persuasion. This large-scale
dataset includes persuasiveness scores for images
and the psychological characteristics of the evalua-
tors, revealing a significant impact of viewer psy-
chology on image persuasiveness. Based on these
findings, we proposed two novel tasks: generating
personalized persuasive images and evaluating per-
suasiveness tailored to viewer characteristics. We
explored various models and established baseline
performances. Additionally, fine-tuning a small
model on our dataset demonstrated promising per-
formance improvements. Our study offers a spring-
board for future research that aims to advance the
efficacy of personalized visual persuasion.
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7 Limitations

Our study relies on self-reported ratings as prox-
ies for persuasiveness, rather than directly measur-
ing actual behavioral changes. While self-reported
evaluations are widely used and considered reli-
able in existing literature (Liu et al., 2022; Webb
and Sheeran, 2006; Ajzen, 1991), they may not
fully capture the complex relationship between
perceived persuasiveness and actual behavioral
change. In our study, however, measuring behav-
ioral changes across 596 topics involves ethical and
practical challenges. For instance, tracking behav-
ioral changes in response to messages like “Do not
share your account number on social media” would
require prolonged observation, raising privacy and
ethical concerns. To complement our findings, we
plan to conduct studies about actual behavioral out-
comes on a few topics. These additional studies
aim to validate and extend the findings of this re-
search, contributing to the development of AI sys-
tems that integrate persuasive elements effectively
and ethically.

8 Ethics Policy

8.1 Data Collection and Privacy

The data used in this study necessarily includes per-
sonal information such as values and habits. The
collected data contains personal information, but
anonymization was conducted by assigning unique
IDs to each individual. This anonymization helps
protect the sensitive personal information of anno-
tators. Additionally, the data was collected through
an annotation agency, and during this process, con-
sent was obtained from participants for the use of
anonymized personal information. Additionally,
appropriate compensation was fairly provided to
all participants, reflecting the minimum wage rate
and task completion time.

8.2 Potential Applications and Societal Impact

This field of study presents the potential to develop
technologies capable of creating persuasive images
tailored to individuals’ psychological characteris-
tics. Such advancements could meaningfully in-
fluence behaviors and decisions, underscoring the
need to explore their possible outcomes comprehen-
sively. To ensure constructive applications, future
research should focus on identifying approaches
that align with ethical principles and societal val-
ues.

8.3 Ethical Responsibilities of Researchers

The study protocol was reviewed and approved
by the Institutional Review Board (IRB), ensuring
all procedures complied with ethical standards for
research involving human subjects. Additionally,
we explicitly acknowledge that this data will not be
used for purposes other than this study.
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A Related Works

A.1 Datasets for Visual Persuasion

Datasets play a key role in studies of visual persua-
sion. Table 5 summarizes representative datasets,
along with the image types, topics, persuasion
strategies, and accompanying information (Dim-
itrov et al., 2021; Liu et al., 2022; Hussain et al.,
2017; Park et al., 2014; Joo et al., 2014). Despite
the distinctive features of these datasets, we iden-
tify four main limitations. First, many datasets lack
persuasiveness scores, which are essential for build-
ing persuasive systems. Second, many datasets fo-
cus on memes and symbolism, requiring a deep
level of interpretation, cultural knowledge, and ac-
companying text to understand the intents of the im-
ages. While rhetorically rich, these images are not
ideal for everyday applications that require immedi-
ate visual impact on viewers (e.g., advertisements).
Third, most datasets are limited to a narrow range
of topics, reducing their utility to specific domains
and applications, such as politics and contentious
issues. Fourth, they fail to consider how the impact
of the target viewer’s psychological characteristics
on persuasion outcomes. The lack of information
about viewers’ psychological characteristics ren-
ders them insufficient for personalized visual per-
suasion. To address these limitations, our PVP
dataset covers 596 messages across 20 everyday
topics and includes intuitive images with easily un-
derstood meanings. Moreover, our dataset provides
rich meta-information, such as the persuasiveness
scores of images and the psychological characteris-
tics of annotators.

Along similar lines, research has explored the
task of assessing image quality and aesthetics
(Hosu et al., 2020; Ren et al., 2017; Kong et al.,
2016; Yang et al., 2022). However, this differs from

our visual persuasion task, which inherently seeks
to influence the viewer’s behavior through persua-
sion strategies that deeply engage with the viewer’s
values and the argument embedded in images.

A.2 Psychological Characteristics for
Persuasion

As personalized persuasion is more effective in
inducing desired behavior changes than are non-
personalized approaches (Orji et al., 2016), collect-
ing annotators’ psychological characteristics that
might affect perceived persuasiveness is useful for
developing persuasive systems. Specifically, we
focus on the Big Five personality traits, values, and
moral foundations.

Big 5 evaluates an individual’s personality across
five major dimensions: openness, conscientious-
ness, extraversion, agreeableness, and neuroti-
cism (Goldberg, 2013). These traits have been
found to influence how susceptible individuals are
to persuasive messages (Oyibo et al., 2017). We
use a 10-item version of the Big Five Inventory
(BFI-10) (Rammstedt and John, 2007).

Schwartz’s theory of basic values identifies ten
universal values: power, achievement, hedonism,
stimulation, self-direction, universalism, benevo-
lence, tradition, conformity, and security (Schwartz,
2006). This value system has been shown to influ-
ence how individuals respond to persuasive mes-
sages with different persuasion strategies (Wang
et al., 2019). We use the official questionnaire with
21 items (PVQ-21) (Schwartz et al., 2012).

Moral foundations theory categorizes human
values into five fundamental principles that influ-
ence decision-making: care, fairness, loyalty, au-
thority, and sanctity (Feinberg and Willer, 2019;
Voelkel and Feinberg, 2018). We use a 30-item
questionnaire (MFQ-30) (Graham et al., 2011).

A.3 Persuasion Strategies
In visual persuasion, images appeal to various cog-
nitive and emotional aspects, employing different
strategies to influence viewers. Studies in psychol-
ogy and communication have extensively examined
the effectiveness of various strategies in shaping
the target audience’s opinions and behaviors. For
instance, according to the theory of planned be-
havior, persuasion effectiveness depends on factors
such as self-efficacy for performing the behavior,
whether the target behavior is perceived as benefi-
cial or harmful, and how it is viewed by important
people in one’s life (Ajzen, 1985, 1987). Mod-
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ern argumentation theory has identified common
argumentation schemes used in everyday discus-
sions, such as argumentation from consequences
or popular opinion (Walton et al., 2008). Positive
and negative framing emphasize the benefits of an
action or the drawbacks of inaction (Tversky and
Kahneman, 1981). To that end, we carefully cu-
rate images in our dataset to represent various per-
suasion strategies drawing upon these theoretical
frameworks.

A.4 Generator and Evaluator for Persuasion

Recent studies have introduced new datasets in
the field of persuasive text generation to enhance
the effectiveness of language. For instance, Singh
et al. (2024) delve into the transformation of non-
persuasive text into persuasive counterparts, pre-
senting a robust framework for evaluating the ef-
ficacy of these transformations. Such research un-
derscores the increasing focus on computational
approaches to persuasion, particularly within text-
dominant domains.

Despite these advancements, existing text-based
datasets predominantly emphasize linguistic fea-
tures of persuasion, overlooking the critical role of
visual elements. This limitation is especially sig-
nificant in real-world applications like advertising
and public health campaigns, where visuals play a
pivotal role in influencing audiences. To address
this gap, our PVP dataset integrates both textual
and visual modalities, providing a comprehensive
resource for investigating persuasion strategies and
evaluating their effectiveness across diverse con-
texts. This multimodal approach opens new av-
enues for exploring the interplay between text and
visuals in persuasive communication.

B PVP Dataset

B.1 Topics and Messages

To collect a variety of messages, the 15 executive
departments of the United States were referenced,
and 5 additional messages were created to represent
a broader range of topics. The topics, descriptions,
and examples can be found in Table 6.

After selecting the topics, messages were gener-
ated using GPT-4 with the Prompt 1, while varying
the designation of the topic.

Please create persuasive messages that demand
behavioral change, following these
conditions:

1. They must be universal and not violate
common sense.

2. They must be immediately relatable and
something that an average person can do.

3. The topic should be about {description,
e.g., Sustainable food choices, food
safety, and eco-friendly practices}.

4. Generate 30 distinct messages that do
not overlap with each other.

5. Exclude any reasoning; the messages
should be direct and action-oriented.

Here is an example:
1. Purchase organic food.
2. Consume seasonal produce.

Prompt 1: Prompt for generating messages

B.2 Premises

We generate premises to reflect the message and
the intended persuasion strategy. Positive framing
focuses on the desired behavior, such as ‘Doing
exercise everyday’, whereas negative framing em-
phasizes the opposite behavior, such as ‘Not doing
exercise everyday’. Additionally, the prompt is
written in the progressive tense. We use the follow-
ing prompt to generate premises.

{Script 1}
each item should satisfy the following criteria:
- give 6 phrases
- do not generate explanation
- generate concrete and succinct phrase
- provide phrases in the following keys: "1",

"2", "3", "4", "5", "6"
{Script 2}

Prompt 2: Prompt for generating premises

The content of Script 1 and Script 2 varies depend-
ing on the persuasion strategy, as shown in Table 7.

B.3 Queries

B.3.1 Optimizing DALLE Prompts for Image
Generation

DALLE prompts are designed to provide clear and
specific instructions for image generation. To cre-
ate an effective prompt, it’s crucial to describe the
key elements of the image in detail, ensuring that
they can be visually represented. This involves giv-
ing precise directions on aspects such as color, com-
position, mood, expressions, gestures, and back-
ground, so that each element strengthens the in-
tended message. Additionally, the main theme of
the image should be visually emphasized, with sup-
plementary elements supporting it. Lastly, spec-
ifying the size and placement of each element is
essential to ensure that the focal point aligns with
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Dataset Image Types Topics Strategies Information

(Dimitrov
et al., 2021)

Memes COVID-19, politics,
vaccines, gender equal-
ity

Loaded language, name calling,
smears, doubt, slogans, etc.

Meme text, persuasion tech-
niques

(Liu et al.,
2022)

Statistics, testi-
mony, etc.

Abortion, immigration,
gun control

Logos, pathos, ethos Persuasiveness scores, im-
age types, persuasion strate-
gies, tweets

(Hussain
et al., 2017)

ADs Products, smoking, ani-
mal abuse, etc.

Symbolism, emotional appeal,
humor, cultural references, etc.

Sentiment, topics, intents,
persuasion strategies

(Park et al.,
2014)

Videos of
user-generated
reviews

Movie reviews, general
opinions

Verbal and non-verbal cues Persuasiveness change, mul-
timodal features

(Joo et al.,
2014)

Photos of politi-
cians

Politics Emotions, trustworthy, socially
dominant, favorable, gestures,
etc.

Persuasiveness rankings,
persuasion strategies, image
features

PVP (Our
Dataset)

Situational im-
ages

20 topics based on the
U.S. executive dept.

Perceived persona, internal/ex-
ternal emotion, consequence,
bandwagon

Persuasiveness scores, view-
ers’ psychological character-
istics

Table 5: Summary of existing datasets and their characteristics

Topic Description Example Messages

Agriculture Sustainable food choices, food safety, and eco-friendly practices. Purchase organic food, Consume seasonal
produce

Commerce Staying informed about economic trends and business knowl-
edge.

Read economic newspapers, Study con-
sumer rights

Defense Understanding military operations and national security. Visit military bases, Prepare for national
emergencies

Education Creating optimal study environments and healthy habits. Do not listen to music while studying, Do
not watch TV while studying

Energy Conserving energy through efficient practices and devices. Use energy-efficient products, Turn off
unnecessary lights and use natural light

Health and Hu-
man Services

Maintaining a healthy lifestyle with balanced nutrition and exer-
cise.

Reduce sugar intake,Eat seasonal foods

Homeland Se-
curity

Personal safety, online security, and disaster preparedness. Do not cross the border, Do not visit dan-
gerous countries

Housing and
Urban Develop-
ment

Supporting housing initiatives and maintaining home safety and
efficiency.

Choose energy-efficient homes, Get home
insurance

Interior Preserving nature and practicing eco-friendly habits. Take your trash with you after a picnic,
Pick up trash at the beach

Labor Adhering to safety protocols and using protective equipment. Wear a safety helmet, Wear work clothes
State Engaging with and respecting diverse cultures. Try multicultural foods, Enjoy music

from different cultures
Transportation Practicing safe driving and pedestrian safety measures. Fasten your seatbelt, Reduce your speed

when there are many pedestrians
Treasury Adopting frugal habits and smart financial practices. Buy clothes during sales, Set a savings

goal each month
Veterans Affairs
(VA)

Expressing gratitude and recognizing military personnel’s ef-
forts.

Thank soldiers, Participate in military
events

Safety Aware-
ness

Maintaining safety and caution in daily activities. Be careful when using a knife, Be careful
when touching a hot pot

Exercise Incorporating regular physical activity and exercise. Do yoga every morning, Stretch before
going to bed

Privacy Protecting personal privacy and security in all environments. Use a privacy screen on your phone, Do
not share personal information on social
media

Cyber Etiquette Maintaining respectful and responsible online behavior. Do not post malicious comments, Do not
use foul language in games

Advertising Adopting stylish and trendy products. Use an iPhone instead of a Galaxy to look
younger, Use a MacBook in cafes to look
cool

Table 6: Topics and their descriptions, with example messages for each topic. The first 15 topics correspond to the
executive departments of the U.S. government.
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Strategy Script 1 Script 2

Positive Perceived Persona Provide a brief list of positive persona or attribute
as perceived by others of {message}.

Please generate the script while keeping the
form ‘Positive effect: You can be seen as
___.’

Negative Perceived Persona Provide a brief list of negative persona or at-
tribute as perceived by others of {message}.

Please generate the script while keeping the
form ‘Negative effect: You can be seen as
___.’

Positive Internal Emotion Provide a brief list of the concrete, positive, and
emotional reactions you have when you do this
message: {message}.

Please generate the script while keeping the
form ‘Positive effect: You can feel ___.’

Negative Internal Emotion Provide a brief list of the concrete, negative, and
emotional reactions you have when you do this
message: {message}.

Please generate the script while keeping the
form ‘Negative effect: You can feel ___.’

Positive External Emotion I want to obtain the results for the following
script: When you take the following action for
yourself, here are the concrete, positive, and emo-
tional responses others feel towards you in that
situation: {message}.

Please generate the script while keeping the
form ‘Positive effect: Others can ___.’

Negative External Emotion I want to obtain the results for the following
script: When you take the following action for
yourself, here are the concrete, negative, and
emotional responses others feel towards you in
that situation: {message}.

Please generate the script while keeping the
form ‘Negative effect: Others can ___.’

Positive Consequence Provide a brief list of positive and concrete con-
sequences of {message}.

Please generate the script while keeping the
form ‘Positive effect:’

Negative Consequence Provide a brief list of negative and concrete con-
sequences of {message}.

Please generate the script while keeping the
form ‘Negative effect:’

Bandwagon Provide a brief list suggesting that something
should be accepted because it is popular or ev-
eryone is doing it for {message}.

None

Table 7: Scripts used to generate premises reflecting positive and negative framing strategies.

the theme. Following these guidelines will result in
images that effectively communicate the intended
message.

I want to generate an image based on the theme:
{premise} and the message: {message}.

Please describe in detail how to represent this
theme in an image.

The result should be phrased as a complete
sentence, emphasize the theme, and not
exceed 10 sentences.

Prompt 3: Prompt for generating a query for DALLE

B.3.2 Optimizing Google Image Search
Queries

In developing a complex script for Google Image
Search, search queries in sentence form were not ef-
fective in yielding images that accurately reflected
the intended meaning. Instead, they often produced
overly specific or irrelevant results. To address this
issue, we chose to use short phrases, instead. By
crafting queries that are concise and limited to five
words or fewer, we managed to obtain the search
results that were more accurate and relevant. This
approach ensures that the search terms are both suc-

cinct and focused, thereby enhancing the precision
and relevance of the images retrieved.

I need a single search query for Google Images
based on the description: {premise} and the
goal: {message}.

The query should meet these criteria:
1. Be concrete and succinct
2. Contain no more than 5 words
3. Be formatted in a list with commas

separating words
4. No explanations, just the query
5. No quotation marks.

Prompt 4: Prompt for generating a query for Google
Search Image

B.4 Images

In this section, we provide a detailed explanation
of the process for obtaining and validating images.
Using the methods described in the previous sec-
tions, we first generate 6 premises and their cor-
responding queries for each persuasion strategy.
Then, we use DALLE-3 and Google Image Search
to obtain images. For each image source (DALLE
and Google), our goal is to acquire three images
per persuasion strategy.
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B.4.1 DALLE
For each query, we generate a single image with the
following prompt. Then the image goes through
the validation process (described below). Among
the images generated from the 6 queries, the first 3
images that pass the validation process are used in
the dataset.

Generate image: {query}. The generated image
should be created in a photorealistic style.

Prompt 5: Prompt for generating images (DALLE)

B.4.2 Google
For each query, we crawled 40 images from Google
Image Search using the Serper API. To filter out
text-heavy images, we applied OCR using the easy-
ocr library and excluded images with more than 20
characters (with OCR confidence over 0.95). Then,
the images went through the validation process (de-
scribed below), and the first 3 images to pass the
validation process were included in the dataset.

B.4.3 Validation
We used GPT-4o to validate whether the images
effectively convey the intended premise. We
conducted experiments with various prompts and
would like to share insights from our trials and er-
rors. In our initial design, we provided GPT with
an image and the intended premise, asking GPT
to rate how well the image reflects the premise on
a scale from 0 to 10. However, we observed that
GPT tends to award scores too high. Even when
GPT recognizes that the image does not reflect the
premise (via chain-of-thought), it avoided giving a
low score.

To mitigate this, we changed the evaluation pro-
cess by explicitly dividing it into two steps: (1)
Asking GPT to interpret the image, and (2) scoring
the interpretation as to whether it aligns with the
premise. This allows GPT to focus on whether the
initial impression of the image reflects the premise.
The following prompts are used for steps (1) and
(2). Note that for step (2), different prompts were
used for different persuasion strategies.

While there is a protocol in place to remove of-
fensive content when generating images using GPT
prompts, ensuring that uncomfortable or harmful
material is filtered out, we still went through a man-
ual process to further remove any offensive content.
This involved eliminating violent images, expres-
sions that could be offensive to individuals, and

content that could cause sexual embarrassment or
discomfort.

Attached is an image about {message}. What
message does this image intend to convey?

Prompt 6: Prompt for validation step (1)

You are a helpful assistant designed to output
JSON.

The actual message that the image intended to
convey is {premise}.

How well does your interpretation capture the
persona or attributes of the person who
conducts this action perceived by other
people as described in the intended message?

Give a brief explanation in the "reason" key.
Rate the score between 0 and 10 (0: not
captured at all, 10: perfectly captured).
Provide your rating in the "score" key.

Prompt 7: Prompt for step (2) (Perceived Persona)

You are a helpful assistant designed to output
JSON.

The actual message that the image intended to
convey is {premise}.

How well does your interpretation capture the
emotional reactions of the person who
conducts this action as described in the
intended message?

Give a brief explanation in the "reason" key.
Rate the score between 0 and 10 (0: not
captured at all, 10: perfectly captured).
Provide your rating in the "score" key.

Prompt 8: Prompt for step (2) (Internal Emotion)

You are a helpful assistant designed to output
JSON.

The actual message that the image intended to
convey is {premise}.

How well does your interpretation capture the
feelings that this action may cause to
other people as described in the intended
message?

Give a brief explanation in the "reason" key.
Rate the score between 0 and 10 (0: not
captured at all, 10: perfectly captured).
Provide your rating in the "score" key.

Prompt 9: Prompt for step (2) (External Emotion)

You are a helpful assistant designed to output
JSON.
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The actual message that the image intended to
convey is {premise}.

How well does your interpretation capture the
consequences of this action described in
the intended message?

Give a brief explanation in the "reason" key.
Rate the score between 0 and 10 (0: not
captured at all, 10: perfectly captured).
Provide your rating in the "score" key.

Prompt 10: Prompt for step (2) (Consequence)

You are a helpful assistant designed to output
JSON.

The actual message that the image intended to
convey is {premise}.

How well your interpretation capture the
collective behavior of many people or
popular opinion in the intended message?

Give a brief explanation in the "reason" key.
Rate the score between 0 and 10 (0: not
captured at all, 10: perfectly captured).
Provide your rating in the "score" key.

Prompt 11: Prompt for step (2) (Bandwagon)

While using GPT as an evaluator has been
widely adopted in recent research, it is important
to validate whether GPT’s scores align with human
judgments. Therefore, we selected 50 images (25
from Google and 25 from DALLE) and compared
GPT’s scoring with that of human evaluators (two
co-authors). It is important to take into account the
variability of GPT scoring and choose the optimal
number of scoring for each image. To that end,
we first scored each image 40 times using GPT-
4o and looked for the optimal number using boot-
strapping. Specifically, from these 40 scores, we
randomly selected N scores and calculated the cor-
relation between the average of the sampled scores
and the scores given by humans. We repeated this
process 1,000 times, generating a distribution of
correlations (i.e., bootstrapping). As we increased
N, the 95% confidence interval narrowed, decreas-
ing the variability in correlation. However, it also
increased cost as we need more GPT API calls, cre-
ating a trade-off between evaluation reliability and
cost. Based on the above bootstrapping analysis,
we decided to use the following criteria to choose
N: (1) a lower bound of the confidence interval
greater than 0.3, and (2) a correlation coefficient
of at least 0.5. Consequently, we decided to set N
as 3. For reference, the validation correlation for
DALLE was 0.501, and 0.557 for Google.

B.5 Annotation Validation

For each image, an annotator was asked to an-
swer the following question: “Assuming you do
not engage in a specific behavior, please rate on a
scale from 0 to 10 how much you feel promoted
to perform that behavior after viewing each image.”
The annotator also completed three questionnaires
about psychological characteristics (BFI-10, PVQ-
21, MFQ-30).

To filter out unreliable annotations, we used the
following process:
• Response Variance Criterion: Annotations

where the variance of persuasiveness scores
across images was below 0.1 were considered
unreliable. This threshold was chosen in con-
sideration of variances resulting from random
scoring (e.g., choosing a score of 10 for all im-
ages except one). Based on our pilot study, we
found 0.1 to be an appropriate threshold.

• Duplicate Image Evaluation: To ensure that
annotators stayed focused on the task, we in-
cluded duplicates of three images for each mes-
sage. These images were carefully chosen based
on their quality (either very high or very low) so
that they would likely receive consistent persua-
siveness scores. If the score difference between
any duplicates exceeded 2 points, the annotation
was considered unreliable.

• Big Five Questionnaire Evaluation: The BFI-
10 questionnaire for the Big Five includes two
questions for each personality dimension. We
measured the internal consistency of responses,
while reversing the scores for reverse-scored
items. If the score difference between two ques-
tions for the same personality dimension was
above 2, then the annotation was considered un-
reliable. This method was not applied to other
questionnaires, as similar items might yield dif-
ferent scores depending on their content.

Three annotators failed to meet two or more of
these criteria, and their annotations were excluded
from our dataset.

C Data Analysis

C.1 Topics and Messages

Table 8 presents the average persuasiveness scores
across different topics. Topics such as transporta-
tion, interior, and homeland security received the
highest persuasiveness scores, while defense, trea-
sury, and cyber etiquette scored the lowest. These
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findings suggest that images representing behav-
iors that are easy to adopt and deemed necessary
(e.g., safety and environmental protection) are rated
more favorably. For instance, the message “Re-
duce your speed when there are many pedestrians”
achieved the highest rating (8.19). Conversely, mes-
sages advocating behaviors that demand significant
efforts or are rather idiosyncratic (e.g., military
education and personal finance management) gar-
nered low scores. For instance, the message “Do
squats” recorded the lowest score (1.70). These re-
sults align with the planned behavior theory (Ajzen,
1991)—confidence in one’s ability to perform a be-
havior is a key factor for persuasiveness.

Annotators who had already adopted the target
behavior tended to rate the images more favorably
(5.0) than those who had not (4.3) (Figure 12). This
phenomenon can be interpreted as an attempt to
avoid cognitive dissonance, confirming the value
of their habit (or a lack thereof).

C.2 Personality and Values
We first categorized the personality or value scores
into four bins, ranging from 1 to 4. After that,
for every pair of strategy and personality trait or
value, we calculated the Spearman correlation be-
tween the persuasiveness scores of images associ-
ated with that strategy and the binned personality/-
value scores of the annotators who rated those im-
ages. A high correlation indicates that a particular
persuasion strategy is more effective as individu-
als possess certain personality traits or hold values
more strongly.

C.3 Correlations between Personality/Values
and Topics

Topics like Agriculture, Justice, and Commerce are
particularly effective for individuals who value so-
cial interaction and cooperation (Figure 6). These
topics are strongly correlated with Extraversion
(Agriculture: 0.36, Justice: 0.36), Universalism
(Agriculture: 0.44), Purity/Sanctity (Justice: 0.66),
and In-group/Loyalty (Justice: 0.59), making them
highly persuasive to those who prioritize commu-
nity issues, social justice, and traditional values.

For those who prioritize stability and protection,
topics such as Homeland Security, Transportation,
and Treasury are effective. These topics are linked
with Conscientiousness (Homeland Security: 0.31,
Treasury: 0.32), Harm/Care (Homeland Security:
0.37, Commerce: 0.38), Security (Transportation:
0.30, Commerce: 0.37), Power (Transportation:

0.39), Agreeableness (Treasury: 0.36), and Neuroti-
cism (Treasury: 0.34). They resonate with individ-
uals who value responsibility, protective instincts,
and social stability.

For individuals who value autonomy and
achievement, Education and Veteran Affairs are
particularly persuasive topics. These topics cor-
relate with Conscientiousness (Education: 0.32),
Self-Direction (Education: 0.38, Veteran Affairs:
0.40), Achievement (Veteran Affairs: 0.42), He-
donism (Veteran Affairs: 0.38), and Benevolence
(Veteran Affairs: 0.34). They are effective for those
seeking personal achievement and satisfaction.

Lastly, topics like Interior and Justice are ef-
fective for individuals who value traditional val-
ues and care for others. These topics are strongly
correlated with Benevolence (Interior: 0.39), Tra-
dition (Interior: 0.39), Fairness/Reciprocity (In-
terior: 0.41), Purity/Sanctity (Justice: 0.66), and
In-group/Loyalty (Justice: 0.59), making them res-
onate strongly with those who prioritize tradition
and fairness.

C.4 Score Distribution by Psychological
Characteristics

In this section, we compared and analyzed the
score distributions of respondents using three ma-
jor scales: BFI-10 (Big Five Inventory), Portrait
Values Questionnaire (PVQ-21), and Moral Foun-
dations Questionnaire (MFQ-30) (Figure 7).

This allowed us to understand how respondents’
reactions vary depending on the traits or values
addressed by each scale.

Firstly, in the case of the BFI-10, significant dif-
ferences in distribution were observed between the
traits. For example, Extraversion had a widely dis-
persed score distribution, while Conscientiousness
showed a more concentrated distribution. This sug-
gests that traits like Extraversion can be interpreted
quite differently by respondents, indicating notable
individual differences.

Secondly, the PVQ-21 values scale also ex-
hibited substantial differences in score distribu-
tion depending on the value. Certain values,
such as Power, were concentrated in lower score
ranges, whereas others, like Achievement and Self-
Direction, were more broadly distributed. These
differences reflect the possibility that each value
may be interpreted differently by respondents, with
evaluations potentially varying significantly de-
pending on personal background and experience.

On the other hand, in the case of the MFQ-
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Topic Score Topic Score

transportation 5.44 housing and urban
development

4.63

interior 5.40 education 4.55
homeland security 5.29 health and human

services
4.45

safety awareness 5.03 state 4.35
agriculture 5.02 commerce 4.26
labor 5.00 advertising 4.23
energy 4.85 exercise 4.19
justice 4.85 cyber etiquette 4.15
veterans affairs 4.81 treasury 3.96
privacy 4.65 defense 3.73

Table 8: Average persuasiveness scores by topic (0: Not
motivated at all, 10: Highly motivated).

Message Score
Reduce your speed when there are many pedestrians 8.19
Go indoors during lightning storms 7.80
Clean up trash after fishing 7.75
Do not get into a stranger’s car 7.65
Do not cut trees carelessly 7.43

Do squats 1.70
Read books on defense 1.83
Look up videos of military dog training 1.87
Learn the differences between the Army, Navy, and Air Force 1.99
Avoid using earphones while walking 2.00

Table 9: Top five and bottom five messages in terms of
average persuasiveness scores.

30, the score distributions were relatively similar
across all foundations. There was little variation in
distribution between the moral foundations, and the
number of outliers was also fairly consistent. This
suggests that moral judgments may be made accord-
ing to more commonly shared standards among
respondents.

C.5 DALLE vs. Google Image Search

A closer examination shows that obtaining images
that accurately reflect intended premises is much
easier with DALLE than Google. During the vali-
dation phase of our dataset construction, 133,556
images from Google were discarded for they did
not accurately represent the intended premises, as
opposed to only 1,931 images from DALLE. While
Google Image Search often yields more authentic
photographs, DALLE-generated images align more
closely with specific visual requirements and are
perceived as more persuasive. This efficiency and
effectiveness highlight the promise of image gener-
ation models as valuable tools in crafting personal-
ized visual persuasion strategies.

D Evaluator Details

D.1 Prompts for Evaluator with Four Types
of Input Characteristics

We used prompts that were adapted for four dif-
ferent types of psychological characteristics inputs.
Additionally, as the assistant role, “### Response:”
was consistently added after the user prompt during
training and inference.

PVQ-21 Model Prompt

You are an AI assistant with expertise in
psychology and sociology, specializing in
Schwartz’s Theory of Basic Values. Your
role is to analyze images and messages,
evaluating their persuasiveness based on
given value priorities.

Prompt 12: System prompt for evaluator using PVQ-21

{"Conformity": 4.0, "Tradition": 4.0,
"Benevolence": 4.5, "Universalism": 4.0,
"Self-Direction": 4.0, "Stimulation": 4.0,
"Hedonism": 4.5, "Achievement": 4.0,
"Power": 4.0, "Security": 4.0}

Input example of PVQ-21

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that
appropriately completes the request.

### Instruction:

You will perform a task where you predict how
persuasive certain individuals will find an
image created from a message, rating it
from 0 to 10. Please predict the
persuasiveness score based on the image
description and the user’s values. These
values are based on Schwartz’s 10 basic
values, where each value is rated on a
scale from 1 to 6. The higher the value,
the more emphasis is placed on that value.
Respond with a single number between 0 and
10.

### Input:

Message: {message}
Value: {pvq21}
Image Description: {image_description}

please directly output a score by strictly
following this format: [[score]], for
example: [[4]]

Prompt 13: User prompt for evaluator using PVQ-21

MFQ-30 Model Prompt
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You are an AI assistant with expertise in moral
psychology, specializing in the Moral
Foundations Theory (MFQ). Your role is to
analyze images and messages, evaluating
their persuasiveness based on moral
foundations.

Prompt 14: System prompt for evaluator using MFQ-30

{"Harm/Care": 16, "Fairness/Reciprocity": 14,
"In-group/Loyalty": 12,
"Authority/Respect": 13, "Purity/Sanctity":
14}

Input example of MFQ-30

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that
appropriately completes the request.

### Instruction:
You will perform a task where you predict how

persuasive certain individuals will find an
image created from a message, rating it
from 0 to 10. Please predict the
persuasiveness score based on the image
description and the user’s Moral Foundation
scores. These scores are based on the Moral
Foundations Questionnaire 30 (MFQ30), and
each score reflects the individual’s
importance placed on each moral foundation
domain. Respond with a single number
between 0 and 10.

### Input:
Message: {message}
MFQ: {mfq30}
Image Description: {image_description}

please directly output a score by strictly
following this format: [[score]], for
example: [[4]]

Prompt 15: User prompt for evaluator using MFQ-30

Big5 Model Prompt

You are an AI assistant with expertise in
psychology, specializing in the Big Five
personality traits. Your role is to analyze
images and messages, evaluating their
persuasiveness based on the Big Five
personality dimensions.

Prompt 16: System prompt for evaluator using Big5

{"Extraversion": 7, "Agreeableness": 7,
"Conscientiousness": 5, "Neuroticism": 7,
"Openness": 6}

Input example of Big5

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that
appropriately completes the request.

### Instruction:
You will perform a task where you predict how

persuasive certain individuals will find an
image created from a message, rating it
from 0 to 10. Please predict the
persuasiveness score based on the image
description and the individual’s Big 5
personal traits, where higher scores
reflect stronger manifestations of the
associated behaviors and emotions, with
each trait being scored between 2 and 10.
Respond with a single number between 0 and
10.

### Input:
Message: {message}
Big5: {big5}
Image Description: {image_description}

please directly output a score by strictly
following this format: [[score]], for
example: [[4]]

Prompt 17: User prompt for evaluator using Big5

None Model Prompt

You are an AI assistant with expertise in
analyzing and evaluating the persuasiveness
of images and messages based on general
principles of communication and psychology.

Prompt 18: System prompt for “None” evaluator

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that
appropriately completes the request.

### Instruction:
You will perform a task where you predict how

persuasive certain individuals will find an
image created from a message, rating it
from 0 to 10. Please predict the
persuasiveness score based on the image
description. Respond with a single number
between 0 and 10.

### Input:
Message: {message}
Image Description: {image_description}

please directly output a score by strictly
following this format: [[score]], for
example: [[4]]

Prompt 19: User prompt for “None” evaluator

D.2 Implementation Details for Evaluator
We trained the evaluator model for 1 epoch using
the Supervised Fine-Tuning (SFT) approach, ap-
plying QLoRA (Dettmers et al., 2023). We used
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HuggingFace’s SFTTrainer for training. We set the
initial learning rate to 2e-4, with a per-device batch
size of 4 and gradient accumulation steps of 8. To
further improve training and inference efficiency,
we enabled BF16. We set the random seed to 42 for
reproducibility. The PEFT configuration is as fol-
lows: {“lora_alpha”: 16, “lora_dropout”: 0.1, “r”:
64, “target_modules”: “q_proj”, “v_proj”}. All ex-
periments were performed on an A100 GPU, with
each training session taking approximately 3 hours.

D.3 Spearman Correlations by Topic

Figure 14 presents the Spearman correlation be-
tween human annotators and four evaluators, each
fine-tuned with four different configurations based
on different topics. There are a total of 20 topics,
and the PVQ-21 model is the most balanced and
consistently high-performing model in terms of cor-
relation. In contrast, the Big5 model and MFQ-30
model exhibit stronger performance in specific do-
mains but lack the overall consistency and stability
of the PVQ-21 model.

The None model generally shows lower perfor-
mance across most topics; however, it achieves
relatively high performance in domains like Safety
Awareness, which rely on universal and intuitive
rules.

D.4 Spearman Correlations by Strategy

Figure 15 presents the Spearman correlation be-
tween human annotators and four evaluators, each
fine-tuned with four different configurations, mea-
sured across 9 strategies. The Negative Inter-
nal Emotion strategy shows the best performance
across all models, while the Positive Consequence
strategy and Positive External Emotion strategy
generally show worse performance when evaluated
by the models.

D.5 Comparison of Metrics by Google and
DALLE

Table 10 shows evaluator’s performance on the
Google Image Search and DALLE. Google refers
to metrics measured using Google Image Search
on the test dataset, while DALLE refers to metrics
measured using DALLE on the test dataset. The
evaluations in both cases were conducted using the
LLaMA3-8B-F evaluator.

D.6 Prompt for Multi-modal Evaluator

We used the following prompt to evaluate the multi-
modal setting of GPT-4o and mini evaluator where

Spearman↑ Pearson↑ NDCG↑ RMSE↓

Dalle 0.25 0.25 0.53 3.44
Google 0.24 0.24 0.49 3.35

Table 10: Evaluator performance on the Google Image
Search and DALLE

the input image itself is used as input.

You are a helpful assistant designed to output
JSON.

{img}

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that
appropriately completes the request.

### Instruction:
You have been given a message and an image,

along with information about your general
behavior regarding the message. Assuming
you do not normally engage in this
activity, evaluate each image and rate your
willingness to follow the message on a
scale from 0 to 10. Consider the provided
images and information to justify your
rating based on the given values. These
values are based on Schwartz’s 10 basic
values, where each value is rated on a
scale from 1 to 6. The higher the value,
the more emphasis is placed on that value.
Respond with a single number between 0 and
10.

### Input:
Message: {message}
Value: {value}
Respond with a single number between 0 and 10

in the "score" key.

Prompt 20: Prompt for GPT-4o/mini multi-modal
evaluator using PVQ-21

E Generator Details

E.1 Implementation Details for Generator

Similar to our approach with the evaluator model,
we trained the generator model using Supervised
Fine-Tuning (SFT) with QLoRA in 5 epoch. The
initial learning rate was set to 2e-4, with a per-
device batch size of 4 and gradient accumulation
steps of 8. To improve training and inference ef-
ficiency, we enabled BF16. The random seed and
PEFT configuration are the same as our evaluator’s.
All experiments were performed on an A100 GPU,
with each training session taking approximately 1
hours.
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E.2 Prompts for Generator

The prompts used for training and inference with
the generator are as follows. Similar to the prompts
used for our evaluator, “### Response:” was added
after the user prompt as the assistant role.

You are an helpful AI assistant for generating
image description.

Prompt 21: System prompt for generator

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that
appropriately completes the request.

### Instruction:
Generate an image description based on the

following task. You have received a message
and an individual’s values as input. These
values are based on Schwartz’s 10 basic
values, rated from 1 to 6, with higher
scores indicating greater importance to the
individual. Craft an image description that
conveys the message’s intent using only
visual elements like colors, symbols, or
scenarios that resonate with the
individual’s values. Do not include any
references to visible text, such as
banners, signs, or posters with wording.
The description should rely solely on
non-verbal cues and should not exceed 10
sentences.

### Input:
Message: {message}
Value: {pvq21}

Just directly output the image description
without adding any prefixes or other
modifiers.

Prompt 22: User prompt for generator

E.3 Generator Output Examples

Table 12 presents example image descriptions gen-
erated by three different models: GPT-4o, GPT-4o-
mini, and LLaMA3-8b-Instruct-Finetuned.

E.4 Error Analysis of the Generator

To analyze the reasons why our model, LLaMA3-
8B-F generator, generates image descriptions with
low scores, we reviewed the reasons provided by
the LLaMA3-8B-F evaluator for image descrip-
tions that received low scores (0, 1, or 2).

Prompt 23 refers to the GPT prompt used for
this analysis. The categories are broadly divided
into four groups:

Category Counts
Understanding of Psychological Characteristics 86
Accuracy of psychological characteristics in the Image Description 4
Clarity and Complexity of the Image Description 0
Alignment of Image Description with the Message 116
Others 0

Table 11: Categories and corresponding counts of eval-
uation criteria used for analyzing low-scoring image
descriptions.

• Category 1. Understanding of Psychological
Characteristics: The generator model failed to
adequately understand certain features of the psy-
chological characteristics (Values).

• Category 2. Accuracy of psychological charac-
teristics in the Image Description: The psycho-
logical characteristics are inaccurately reflected
in the image description.

• Category 3. Clarity and Complexity of the
Image Description: The image description is
overly simple, vague, or excessively complex.

• Category 4. Alignment of Image Description
with the Message: The image description fails
to effectively represent the intended message.

• Category 5. Others: If the above category does
not exist (please provide the reason as well).
A total of 116 low-scoring image descriptions

were selected for analysis. For each analysis, two
major evaluation criteria were chosen. However, in
some cases, only a single evaluation criterion was
applied to certain image descriptions.

Table 11 shows categories and corresponding
counts of evaluation criteria used for analyzing
low-scoring image descriptions. “Alignment of
Image Description with the Message” was the most
frequently selected criterion.

### Instruction:
You have performed a task where you predicted

how persuasive certain individuals would
find an image created from a message,
rating it from 0 to 10. Each image has been
evaluated on a scale from 0 to 10 based on
its persuasiveness. The provided data
consists of images that received low
ratings, ranging from 0 to 2. Based on the
image descriptions, the users values, and
the given image descriptions, Please
specify which category from the provided
Evaluation Criteria the given reason
belongs to. These values are based on
Schwartzs 10 basic values, where each value
is rated on a scale from 1 to 6. The higher
the value, the more emphasis is placed on
that value.
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### Input:
Message: {message}
Value: {value}
Image description: {image_description}
Pesuasiveness Score: {score}
Reason: {reason}

### Evaluation Criteria:

Please select two major types of Evaluation
Criteria:

Category1. Understanding of Psychological
Characteristics: The generator model failed
to adequately understand certain features
of the psychological characteristics
(Values).

Category2. Accuracy of psychological
characteristics in the Image Description:
The psychological characteristics are
inaccurately reflected in the image
description.

Category3. Clarity and Complexity of the Image
Description: The image description is
overly simple, vague, or excessively
complex.

Category4. Alignment of Image Description with
the Message: The image description fails to
effectively represent the intended message.

Category5. Others: Please include any
additional reasons that do not fit into the
specified categories.

Please directly output a reason by strictly
following this format: [[Type of Evaluation
Criteria: Evaluation Criteria Category
Num], [Type of Evaluation Criteria:
Evaluation Criteria Category Num]], for
example: [[Type of Evaluation Criteria: 1],
[Type of Evaluation Criteria: 2]]

Prompt 23: Error Analysis of the Generator

F Survey of Persuasiveness Score

To obtain persuasiveness scores for each image,
we designed survey forms tailored to each message.
The survey consists of three types of questionnaires:
1) Persuasiveness Score, 2) Habit, and 3) Psycho-
logical Characteristics.

The following is an example of 1), and 2) from
the survey for the message, “Fasten your seatbelt.”

# Instruction:

You have been given the message, ‘Fasten your
seatbelt’ Assuming that you usually do not
fasten your seatbelt, please look at each
image and rate how much the image makes you
want to fasten your seatbelt on a scale
from 0 to 10. (0: Not at all, 10: Very
strongly)

# Persuasiveness Score:

Message: Fasten your seatbelt.

{img}

Score:
- 0 [ ]
- 1 [ ]
...
- 9 [ ]
- 10 [ ]

# Habit:

Do you always fasten your seatbelt?
- Yes [ ]
- No [ ]

Survey Instructions
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Model Type Description

GPT-
4o

Input Message: Do_not_watch_TV_while_studying Value: {“Achievement”: 5.0, “Benev-
olence”: 5.5, “Conformity”: 4.5, “Hedonism”: 5.0, “Power”: 4.5, “Security”: 4.0,
“Self-Direction”: 5.0, “Stimulation”: 5.0, “Tradition”: 3.0, “Universalism”: 4.3}

Output In a cozy study room, an open notebook and a pen are centered on a wooden desk, sur-
rounded by warm light from a desk lamp, creating an inviting and peaceful atmosphere.
To the side of the desk, a television is turned off, with a slight dusting on the screen,
signaling its infrequent use. In the background, a window reveals a serene view of a
lush garden with blossoming flowers and a vibrant rainbow, symbolizing creativity,
harmony, and spontaneity. A diverse group of books sits neatly on a nearby shelf, their
colorful spines facing outwards to suggest self-directed learning and the joyous energy
of exploration. Framed photographs on the wall show a supportive community and
meaningful achievements, embodying the values of benevolence and accomplishment.
Near the desk, a plant thrives on the windowsill, its leaves exhibiting dynamic growth,
reflecting stimulation and a zest for life. The entire space exudes a balance between
order and freedom, emphasizing security and individual purpose.

GPT-
4o-
mini

Input Message: Do_not_watch_TV_while_studying Value: {“Achievement”: 5.0, “Benev-
olence”: 5.5, “Conformity”: 4.5, “Hedonism”: 5.0, “Power”: 4.5, “Security”: 4.0,
“Self-Direction”: 5.0, “Stimulation”: 5.0, “Tradition”: 3.0, “Universalism”: 4.3}

Output A cozy study room bathed in soft, natural light, with a sturdy wooden desk at its
center. On the desk, an open notebook filled with neatly written notes accompanied
by colorful pens, symbolizing the pursuit of knowledge and achievement. A serene
plant, lush and vibrant, sits in the corner, embodying benevolence and universalism
through its connection to nature. A closed laptop rests to the side, subtly suggesting
a break from distractions, while a small clock ticks softly, indicating the value of
time management. A window reveals a tranquil outdoor scene, featuring trees and
birds, reflecting the joy of stimulation and hedonic experiences outside the study space.
The atmosphere is peaceful yet invigorating, encouraging a sense of self-direction
and motivation. Throughout the room, warm colors dominate, creating a welcoming
environment that fosters focus and curiosity. A motivational trophy, shining on a
shelf, stands as a testament to past achievements and future aspirations. The overall
composition encourages a balance between personal growth and the fulfillment of
responsibilities, free from the temptation of television.

LLaMA3-
8b-
Instruct-
Finetuned

Input Message: Do_not_watch_TV_while_studying Value: {“Achievement”: 5.0, “Benev-
olence”: 5.5, “Conformity”: 4.5, “Hedonism”: 5.0, “Power”: 4.5, “Security”: 4.0,
“Self-Direction”: 5.0, “Stimulation”: 5.0, “Tradition”: 3.0, “Universalism”: 4.3}

Output The image depicts a young woman sitting at a cluttered desk in a dimly lit room. She
appears to be stressed, with her hands on her head and a worried expression on her
face. The desk is covered with various items including books, a laptop, and scattered
papers. A TV screen behind her shows a news broadcast with a serious headline reading
’STUDYING VS. TV: THE NEGATIVE EFFECTS’ and a picture of a person studying.
The room is dimly lit, with a single desk lamp casting a warm glow on the scene, and
a window with blinds partially open in the background, allowing some natural light
to filter in. The overall atmosphere suggests a sense of tension and concern about the
impact of television on studying. The woman is dressed in a casual outfit, wearing a
dark top and blue jeans. There is a clock on the wall showing the time as 9:00, adding
to the sense of urgency. The floor is littered with more papers and books, contributing
to the chaotic environment. The image conveys a message about the importance of
prioritizing studying over TV.

Table 12: Examples of input and output descriptions from different generators.

23



Figure 5: Correlation between image persuasiveness and psychological characteristics across different strategies:
These plots illustrate the correlation coefficients between image persuasiveness and various characteristics scores
across multiple strategic approaches.
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Figure 6: Correlation between psychological characteristics and persuasiveness across various topics. These plots
display the correlation coefficients between different psychological characteristics (as measured by MFQ-30) and
the persuasiveness of messages across a range of topics.
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Figure 7: Score Distribution by Personality Traits and Values: Box plots illustrating the range and median scores for
personality traits and values based on the Big 5, PVQ-21, and MFQ-30 scales.
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Figure 8: The distribution of average persuasiveness
scores for positive and negative strategies. The blue
histogram and kernel density estimate represent the av-
erage scores for the positive strategy, while the orange
histogram and kernel density estimate represent the av-
erage scores for the negative strategy.

Figure 9: The distribution of average persuasiveness
scores for positive and negative strategies on non-
habitual individuals. The blue histogram and kernel
density estimate represent the average scores for the
positive strategy, while the orange histogram and kernel
density estimate represent the average scores for the
negative strategy.

Figure 10: The Score Distribution of Ages. The blue
color represents people in their 20s, the yellow color
represents people in their 30s, the green color represents
people in their 40s, and the red color represents people
in their 50s.

Figure 11: Distribution of persuasiveness scores by gen-
der. The yellow histogram and kernel density estimate
represent the score distribution for males, while the
blue histogram and kernel density estimate represent the
score distribution for females.

Figure 12: Distributions of average persuasiveness
scores by those who had adopted the target behaviors
(Habit=Yes) versus those who had not (Habit=No). The
blue color represents Yes, and the yellow color repre-
sents No.

Figure 13: Distributions of persuasiveness scores of
images generated by DALLE and images collected
through Google Search images. The blue color rep-
resents DALLE, and the yellow color represents Google
Search images.
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Figure 14: Per-topic Spearman correlation between human judgments and four evaluators based on different
configurations of psychological characteristics.

Figure 15: Per-strategy Spearman correlation between human judgments and four evaluators based on different
configurations of psychological characteristics.

28


	Introduction
	Related Work
	Datasets for Visual Persuasion
	Psychological Characteristics for Persuasion
	Persuasion Strategies

	Personalized Visual Persuasion (PVP) Dataset
	Messages
	Persuasion Strategies
	Premises
	Queries
	Images
	Persuasiveness Scores
	Psychological Characteristics

	Dataset Analysis
	Basic Statistics
	Persuasion Strategies
	Personality and Values
	DALLE vs. Google Image Search

	Experiments
	Evaluator
	Models
	Evaluation Metrics
	Results

	Generator
	Models
	Evaluation
	Results


	Conclusion
	Limitations
	Ethics Policy
	Data Collection and Privacy
	Potential Applications and Societal Impact
	Ethical Responsibilities of Researchers

	Related Works
	Datasets for Visual Persuasion
	Psychological Characteristics for Persuasion
	Persuasion Strategies
	Generator and Evaluator for Persuasion

	PVP Dataset 
	Topics and Messages 
	Premises
	Queries
	Optimizing DALLE Prompts for Image Generation
	Optimizing Google Image Search Queries

	Images
	DALLE
	Google
	Validation

	Annotation Validation

	Data Analysis
	Topics and Messages
	Personality and Values
	Correlations between Personality/Values and Topics
	Score Distribution by Psychological Characteristics
	DALLE vs. Google Image Search

	Evaluator Details
	Prompts for Evaluator with Four Types of Input Characteristics
	Implementation Details for Evaluator
	Spearman Correlations by Topic
	Spearman Correlations by Strategy
	Comparison of Metrics by Google and DALLE
	Prompt for Multi-modal Evaluator

	Generator Details
	Implementation Details for Generator
	Prompts for Generator
	Generator Output Examples
	Error Analysis of the Generator

	Survey of Persuasiveness Score

